Self-Deception – Modeling “Unknown Unknowns”

Introduction

Fundamental uncertainties derive from our fragmentary understanding of risk and complex system dynamics and interdependencies. Abundant stochastic variation in risk parameters further exacerbates the ability to clearly assess uncertainties.

Uncertainty is not just a single dimension, but also surrounds the potential impacts of forces such as globalization and decentralization, effects of movements of global markets and trade regimes, and the effectiveness and utility of risk identification and control measures such as buffering, use of incentives, or strict regulatory approaches.

Such uncertainty underpins the arguments both of those exploiting risk, who demand evidence that exploitation causes harm before accepting limitations, and those avoiding risk, who seek to limit risk realization in the absence of clear indications of sustainability.

Unknown or Unknowable?

An unknown Unknown is not conceivable as it is unknown. Therefore to attempt to simulate an unknown Unknown seems to be an exercise in futility and self-deception. By virtue of creating the simulation you have made the unknown known and therefore negate the exercise. One cannot outsmart the future. Seeking certainty seems to be more terrifying than accepting that one needs to be able to react to the consequences presented.

I have always considered unknown unknowns as being unknowable and to be outside the scope of a risk management process. If we accept that identification is a fundamental part of the risk management process, then it is not logical to expect that the risk management process can handle unknown Unknowns. This is one reason for differentiating between risk-related contingencies and management contingencies.

Unknown Knowns

Unknown knowns (i.e. factors that are within our knowledge but are missing from the business impact assessment (BIA), threat identification, hazard identification and risk management processes) would include transparent vulnerabilities, oversights, omissions and sources of uncertainty that should really have been identified and assessed in the initial stages of planning. An approach to minimizing “unknown knowns” is for the planning and risk management process to be carried out using a top-down iterative process. If, instead, one engages a single pass process to develop a detailed BIA, threat, hazard, vulnerability, risk register; your efforts will lack the structure to capture the implications of general sources of uncertainty (unknown knowns).

Approaches based on the critical assumption that the model contains all the factors (including the unknown factors) that could affect the output variables being considered are fundamentally flawed. This assumption is justified as comprehensive models cannot be developed as they would contain such a large number of relevant known variables, irrelevant variables, etc. as to prove extremely cumbersome, essentially useless and unwieldy.

Rather than attempting to model the probabilities of identified risks materializing, a relevant and ultimate benefit is to focus on the consequences of risk realization. In this way you can begin to assess the capacity and capability of the organization to withstand risk realization. An organization’s sensitivity to an outcome (consequence of risk realization) is reflected in the impact of decision making under uncertainty/stress.
Chasing Symptoms Ignoring Consequences

Complex systems are full of interdependencies that are hard to detect. The result is nonlinearity in responses to random events/shocks; what are often termed unknown Unknowns – or in some instances mislabeled as “Black Swan” events. Today we live in a world of complexity. In a complex system interdependencies abound; the notion of cause becomes suspect as it is nearly impossible to detect or it is not really defined. Isolation of causal relationships (direct/linear) is therefore not feasible due to opacity and nonlinearity. Opacity and nonlinearity influence decision making, often leading to decisions that further exacerbate problems rather than resolve them.

The odds of identifying unknown Unknowns are simply not computable. Model error swells when it comes to small probabilities. The rarer (the more unknown) the event; the less tractable, and the less we know about how frequent its occurrence. We cannot calculate the risks and probabilities of shocks and rare events, no matter how sophisticated we get.

What we end up with is thinking that what is not seen is not there. This creates a tendency to mistake the unknown for the nonexistent. The occurrence of extreme events (unknown Unknowns) cannot be predicted by reviewing past history as we often do when developing “Worst Case” scenarios, BIA’s, risk assessments, etc.. Worst case events when they happen, exceed the worst case at the time of the new event. The worst past event had to be a surprise, as it had no precedent (i.e., earthquake exceeding historical scale of magnitude). This is an example of a selection bias and it creates a false positive from a planning standpoint. The resulting inconsistency, the so called worst case event when it happens exceeds the worst case event used as the planning basis thereby deluding the planner into assuming that their plans actually reflect reality.

Time and volatility – the more time; the more events, the more disorder

Since we limit our analysis of past events to a generally set timeframe (100 year floods, etc.); our assessment result will be essentially flawed and of limited value. We get blinded by the odds, overestimating our chances of success in identifying and managing risks, business impacts, etc. This results in gross underestimations of the risk of failure. We overlook capability and capacity at the time of an event, because we have planning on an optimum of capability and capacity that does not reflect reality. We thus are deluded into the belief that our plan will prevent the realization of a risk materializing. The thinking is that nothing can possibly go awry. However, if something that can’t possibly go wrong; goes wrong it will be almost impossible to fix. Over time we experience more events and the more events we experience, the greater our ability to recognize and react to events as they emerge. It is much easier to sell “Look what I did for you” than “Look what I avoided for you.”

Don’t Try to Outsmart the Future

We live in a world of information and data. In fact, “Big Data” is a hot topic for many. Most of what we are exposed to is “Noise” and has little if any value. “Noise” is what you are supposed to ignore (filter); “Signal” is what you are supposed to heed. “Noise” is random information that is totally useless for any purpose; you need to clean it up to make sense of what you are exposed to. As often times happens; we do not filter the “noise” and the resulting overestimation or underestimation of risk tends to focus our thinking and efforts. A good example is the recent meteorite that hit Russia. Suddenly we are hearing more about “meteorite” risk. The result is the inability to distinguish “noise” from “signal.” Access to data increases intervention (overreacting) and mistaking noise for information. Nassim Taleb in his latest book, “Antifragile” gives the following example of micromanaging into chaos – too much data reliance (our tendency to review data periodically creates potential for error):

- Annual – frequency ratio: 1 to 1 (a review of data on an annual basis)
Too much information ("noise") results in too much stress, potentially leading to flawed decisions and/or decision paralysis. We are not made to understand the point so we overreact emotionally to "Noise." We are living more and more in virtual reality separated from the real world, while realizing it less and less. We mistake the absence of evidence of a risk, threat, etc. for evidence of absence that the risk, threat, etc., exists.

Risk is in the future not the past

During the cold war between the United States of America and the former Soviet Union, there were thousands of nuclear warheads targeted at the antagonists and their allies. The result, the concept of mutually assured destruction was created. The term was used to convey the idea that neither side could win an all-out war; both sides would destroy each other. The risks were high; there was a constant effort to ensure that "Noise" was not mistaken for "Signal" triggering an escalation of fear that could lead to a reactive response and devastation. Those tense times have largely subsided, however, we now find ourselves in the midst of global competition and the need to ensure effective resilience in the face of uncertainty.

We are faced with a new Risk Paradigm: Efficient or Effective? Efficiency is making us rigid in our thinking; we mistake being efficient for being effective. Efficiency can lead to action for the sake of accomplishment with no visible end in mind. We often respond very efficiently to the symptoms rather than the overriding issues that result in our next crisis. Uncertainty in a certainty seeking world offers surprises to many and, to a very select few, confirmation of the need for optionality.

It’s all about targeted flexibility, the art of being prepared, rather than preparing for specific events. Being able to respond rather than being able to forecast, facilitates early warning and proactive response to unknown Unknowns.
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